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'Departamento de Computagéo, Elastic optical networks are a network infrastructure capable of withstanding the high
?e”r'evsei:;ds‘dggiﬁera' do Piaui, demand for data traffic from high-speed networks. One of the problems that must be
Fulllist of author information is solved to ensure the smooth functioning of the network is called Routing, Modulation
available at the end of the article Level and Spectrum Assignment (RMLSA). This work aims to propose a new approach

to this problem with an algorithm to select the guard band in an adaptive way. Two
algorithms for the adaptive selection of the guard band, called Guard Band according
to Use of the Network (GBUN) and Guard Band by OSNR Margin (GBOM), are presented.
The GBUN algorithm performs the guard band selection based on the usage level of
network. On the other hand the GBOM algorithm uses an Optical Signal to Noise Ratio
(OSNR) margin for the selection of the guard band. The performances of the proposed
algorithms are compared with algorithms that use fixed guard band values and the
adaptive proposal AGBA. The results showed that the GBOM algorithm presented a
better performance in terms of bandwidth blocking probability for the studied
scenarios. In general, GBOM also presents a better energy efficiency when compared to
the other algorithms.
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1 Introduction

Elastic Optical Networks (EONSs), use light as a way of transmitting data, achieving high
transmission rates with large amounts of data and low interference [1, 2]. Such networks
support multiple connections on a single optical fiber.

The use of the Orthogonal Frequency Division Multiplexing (OFDM) technology allows
EON:Ss to divide the optical spectrum into small frequency ranges, called slots. In this way,
it is possible to attend the requests as different bandwidths, significantly improving the
spectral efficiency of the optical layer [3].

In order to establish an optical circuit between two nodes in an OFDM optical network,
a set of problems must be solved. One of these is the problem of Routing, Modulation
Level and Spectrum Assignment, or an RMLSA problem for short [4]. The RMLSA prob-
lem consists of three steps: i) define a route for a pair of source and destination nodes; ii)
select an appropriate modulation format for that route, and iii) choose a free spectrum
range along the defined route to allocate the circuit.
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In transparent elastic networks, data is transmitted from source to destination nodes as
an optical signal; there is no conversion from the optical to the electronic domain in the
nodes. When considering the imperfections of the physical layer (Impairment Aware -
IA), the circuits suffer degradations in the optical signal as they propagate from source to
destination. These imperfections along the network can degrade the optical signal to such
an extent that the Bit Error Rate (BER) becomes intolerable at the receiver node, making
communication impossible [5].

In elastic optical networks, one or more free slots are used between the active circuits
in order to reduce any interference between them. These free slots between the circuits
are called Guard Bands (GB) [3]. The number of slots that will be used in the guard band
affects the use of spectral resources directly. The larger the guard band, the better the
Quality of Transmission (QoT) of circuits will be; however this increases the blocking
probability due to the lack of spectral resources in the network. On the other hand, the
smaller the guard band is, the worse the QoT will be and this will reduce the blocking
probability due to the lack of spectral resources in the network [6].

This article presents an extension of the work presented in [7] were the algorithm called
Guard Band according to Use of the Network (GBUN) was first presented. This algorithm
takes into account the state of spectrum usage of the network to determine the guard
band to be used for the establishment of a given circuit. Furthermore, this extended work
also includes a new proposal, called Guard Band by OSNR Margin (GBOM), which uses
an OSNR (Optical Signal to Noise Ratio) margin to determine the guard band that will be
used by the new circuit.

An evaluation is presented comparing the proposals with fixed values found in the lit-
erature for the guard band and the adaptive proposal presented in [8]. The results show
that selecting the guard band in an adaptive way is more efficient to reduce the probabil-
ity of general blocking of the network. The scenarios evaluated and results presented are
innovative in comparison to what was presented in [7].

The remaining sections of this article are organized as follows. In Section 2 the elastic
optical network architecture is presented and the physical layer model adopted in this
work is described. Section 3 presents the RMLSA problem and the guard band selection
problem and discusses related work. The proposed algorithms are presented in Section 4.
Section 5 presents the performance evaluation of the proposals. Finally, the conclusions
of the work are highlighted in Section 6.

2 Elastic optical network architecture and physical layer model
The incorporation of OFDM technology in optical networks has allowed the emergence
of a new type of optical transport network called an elastic optical network, as proposed
in [9]. OFDM technology allows the optical spectrum to be divided into fine granularity,
also called frequency slots. In an optical network, optical circuits have to be established
for clients (nodes) to communicate with each other. In elastic optical networks, opti-
cal circuits are made up of one or more frequency slots. The number of frequency slots
depends on the bandwidth required for each optical circuit. Figure 1 presents an example
of dividing the optical spectrum into frequency slots.

In Fig. 1, white slots represent free slots and color slots represent circuit-occupied slots.
The free slots between the slots occupied by circuits represent the guard bands. Guard
bands are used to reduce interference between adjacent circuits [10]. Also illustrated in
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Fig. 1 Example of dividing the optical spectrum into frequency slots

Fig. 1 is the allocation of four circuits with distinct bandwidths. Frequency slot allocation
is adjusted to meet the required bandwidth. For example, the circuit c; allocates only one
frequency slot, while the circuit c4 allocates five frequency slots.

To guarantee flexibility in the use of the optical spectrum, elastic optical networks
use two technologies: Bandwidth Variable Transponders (BVT) and Bandwidth Variable
Wavelength Cross-Connects(BV-WXC). BVTs ensure flexibility in the use of spectral
resources for the transmission and reception of data at source and destination nodes.
BVTs are used to adjust the bandwidth according to the transmission bit rate or modu-
lation format adopted. BV-WXCs enable optical switching of circuits using dynamically
adjusted spectrum width circuits [3]. Figure 2 illustrates the setup of BVTs, BV-WXCs,
amplifiers, and optical fibers in an elastic optical network.

As it can be seen in Fig. 2, the BVTs are located at the elastic network border nodes,
allowing the transmission and reception of client data. After the process of admitting a
request, the optical circuit is established from a BVT on the origin node. This circuit
transparently traverses the BV-WXC at the intermediate nodes (transient signals), and
ends at a BVT at the destination node.

The attenuation of the signal is greater the longer the distance it travels. Therefore
there is a need to amplify the optical signal so that it can be detected at the destination.
Amplifiers are used to compensate for optical signal power losses inserted by BV-WXCs
and fibers. Optical amplification is usually performed by Erbium Doped Fiber Amplifiers
(EDFA). At the time of amplification, these EDFAs introduce noise due to the Amplified
Spontaneous Emission (ASE) [11].
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Fig. 2 Elastic Optical Network Architecture

In addition, noise generated by Nonlinear Impairments (NLIs) still occurs when the sig-
nal propagates through the fibers. Nonlinear effects include [11]: Self-Phase Modulation
(SPM), Cross-Phase Modulation (XPM) and Four-Wave Mixing (FWM) [11].

In this work, we adopted the physical layer model presented in [12] and [13] to mea-
sure the impacts of ASE and NLIs on the Optical Signal to Noise Ratio (OSNR). The
model assumes polarization-multiplexed multi-symbol modulation formats with coher-
ent detection and dispersion compensation performed by digital signal processing in the
electric domain on the receiver side. The OSNR calculation for a circuit i using a route r;
is expressed by:

— )
ASE + INLI

The variable I is the signal’s Power Spectral Density (PSD), I = Py /Ar, where Pty is the power

of the signal and Ay is the bandwidth of the circuit. The PSD of the ASE noise is given by:

Iase = ZNZIESE, (2)

leri

OSNR; =

where Nj is the number of link spans / and 1255 = (Gapp — 1) Fhv. The variable F is the
Noise Figure (NF) of the amplifier [5], /1 is Planck’s constant, v is the frequency of light
and G4 up is the gain of the optical amplifier. The PSD of NLI is given by:

Inur =Y NiIiy, (3)
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where [ ]l\[L 1» the PSD of NLI noise in a single span of link /, is expressed by the Eq. 4 [10]:
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where j is another circuit using link 1, Bi and Bj are, respectively, the bandwidths for
circuits i and j, Ay, is the center frequency spacing between circuits / and /, y is the non-
linear fiber coefficient, B, is the fiber dispersion parameter and « is the power attenuation
caused by the fiber.

For this work, the OSNR is used as the QoT criterion. If the OSNR value reached by
the circuit is not above or equal to a pre-established OSNR threshold, then the circuit
establishment may be blocked due to the absence of QoT. A QoT block can happen in
two ways: i) inadequate QoT for the New circuit (QoTN) or ii) inadequate QoT for one
or more circuits already active in the network (QoTO). QoTN is the blockage suffered
if a new circuit does not reach adequate QoT levels. Even if a new circuit meets this
requirement, it may still be blocked if the establishment of the new circuit affects the QoT
of already established circuits, thus causing QoTO [14].

3 RMLSA and the guard band selection problem

To make a better use of spectral resources of networks, the RMLSA problem must be
solved. In the first step of the problem it is necessary to select a route between the source
and destination nodes. Figure 3, presents an example topology and illustrates the routing
problem with source at node 1 and destination at node 4.

Figure 3 shows that for a request originating at node 1 and destination at node 4, there
are 4 possible routes. These routes are: 1-2-3-4; 1-2-5-4; 1-6-5-4 and 1-6-5-2-3-4. The
choice between them depends of the routing policy adopted.

After the routing stage, the next step of the problem is to choose the modulation format.
The modulation format chosen together with the required bandwidth determines how
many slots are needed to meet the request. Figure 4 shows some examples of modulation
formats used by optical networks. Figure 4 indicates that the higher the spectral efficiency
of the modulation, the smaller is the optical reach.

The modulations that have a higher spectral efficiency (like 32QAM), tend to suffer
more noise from the physical layer; therefore, they have a lower spectral range. Conse-
quently, the choice of the modulation format is related to the size of the chosen route.
In this way, less spectrally efficient modulations are more adequate because they have a
larger optical range (like BPSK) [15].

In the third and last part of the problem, it is necessary to choose a spectrum-free
range to allocate the optical circuit. At this point, it is necessary to attend the restrictions

Source Destination

Fig. 3 Routing problem between nodes 1 and 4
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Fig. 4 Example of modulations used by elastic optical networks

of continuity and contiguity in order to establish the circuit. Figure 5 demonstrates the
restrictions associated with spectral allocation.

In the continuity restriction, in order to avoid converting the optical signal from the
optical domain to the electronic domain, it is necessary to keep the optical signal in the
same spectral range in all the links between the source and destination nodes of the
request. Therefore, the same range of the chosen slots set to allocate the request must be
available in all the links of the chosen route. Figure 5 shows that it is possible to allocate a
request that requires 2 slots (Request (b)) because the same spectrum range is free in all
links of the route.

The contiguity restriction requires that the slots reserved for the establishment of the
circuit are adjacent in the optical spectrum. In the contiguity constraint, for requests that
require 2 or more slots, they must be allocated adjacent. In Fig. 5 there is a request that
requires 3 slots (Request (a)) that cannot be attended because it does not contain 3 free
and adjacent slots.

As circuits are established and disconnected, free gaps appear in the spectrum, thus
increasing the probability that continuity and contiguity constraints will not be respected.
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Fig. 5 Continuity and contiguity restrictions
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As a result, some requests will not be attended even if there are sufficient slots, causing
Fragmentation (Frag) blocking. When the network does not have enough slots to attend
the request, Absence of Free Spectrum (AFS) blocks it.

As previously reported, in elastic optical networks the guard band is used to reduce
interference between the active and adjacent circuits in the optical spectrum. When
searching for free slots to allocate the circuit, respecting the continuity and contiguity
restrictions, the RMLSA algorithm must also respect the guard band between the circuits.

One should be careful in choosing the number of slots to be used as a guard band.
Figure 6 shows the behavior of the bandwidth blocking probability as a function of the
fixed number of slots selected to be used as the guard band. The scenarios used in the
study presented in Fig. 6 are detailed in Section 5.
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Fig. 6 Bandwidth blocking probability as a function of the guard band for a Cost239 and b NSFNet topologies
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As it can be seen in Fig. 6, as the guard band increases, the probability of block-
ing due to the Quality of Transmission of Other circuits already active in the network
(QoTO) decreases. These blocks of QoTO-type circuit requests are connected to inter-
ference between the circuits. In contrast, the Fragmentation, AFS and QoTN blocking
components tend to increase due to a lack of network spectral resources.

Looking at Fig. 6a, considering a load of 400 Erlangs, the 4-slots guard band presented
a lower probability of blocking for the Cost239 topology. In the NSFNet topology, with a
200 Erlangs load, a lower blocking probability was obtained using a fixed guard band of
3-slots, as shown in Fig. 6b.

An insulfficient guard band can prevent an optical circuit from reaching its destination
due to the noise caused by the physical layer. However, an excessive assignment of the
guard band may cause blockages due to spectral insufficiency. Therefore, optimizing the
choice of the guard band is an important factor in planning elastic optical networks.

Some works found in the literature [6, 8, 16] investigated the problem of adapting the
guard band to perform a balance between blocking due to a lack of spectral resources and
blocking due to the quality of the transmission.

The authors [16] performed a blocking probability study using singlepath and multipath
routing. The authors also studied how different guard band sizes affected the performance
of the routing algorithm. As in [16] there is no way to calculate the quality of transmission
of the circuits and neither the interference between them, and a larger guard band leads
to a higher blocking probability. Because of this, all blockages are generated by a lack of
spectral resources.

In [8] an adaptive guard band selection algorithm called Adaptive Guard Band Assign-
ment (AGBA) was proposed. The intention of the AGBA algorithm is to avoid over-
assigning the guard band and thus achieve a more efficient use of the optical spectrum.
AGBA uses only two possible values for guard band assignment: 1 and 2 slots. These val-
ues are assigned according to the number of links of the chosen route. If the route chosen
for a particular circuit has 4 or less links, the assigned guard band will equal to 1 slot.
Otherwise, the guard band will be equal to 2 slots.

In [6] the authors conducted a study to identify the optimal guard band size to be fixed
in order to reduce the impacts caused by non-linear effects. The authors presented a study
similar to the one presented in Fig. 6. As the guard band increases, the QoT blockage
decreases rapidly. However, the blockage due to the lack of available spectral resources
increases. In this study, the authors identified that total network blocking is minimized
with a 7 GHz or 8 GHz guard band.

4 Proposed algorithms

In this section, the two proposals of this work for the adaptive guard band selection are
presented. The first proposal is based on the level of network spectrum utilization at the
time of a circuit request. The algorithm is called Guard Band according to Use of the
Network (GBUN). Figure 7 shows the application flowchart of the GBUN algorithm by
the control plane to establish a circuit.

It is worth noting that the control plane comprises a set of protocols responsible for the
dynamic provisioning of circuits [17]. In the case of this work the control plane is respon-
sible for applying the routing, modulation selection and spectrum assignment algorithms.
It also stores information about the network architecture and its current state.
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Fig. 7 Flowchart of GBUN algorithm application

Figure 7 shows that the GBUN algorithm is applied immediately after the arrival of a cir-
cuit request. After the GBUN algorithm defines the guard band, the control plan applies
the RMLSA algorithm selected by the network operator. Then, the control plan checks if
it is possible to establish the new requested circuit. If it is not possible to establish the new
circuit, the blocking is identified and accounted for by one of the blocking components
already mentioned (Fragmentation, AFS, QoTN or QoTO). If it is possible to establish the
new circuit, the control plan allocates the resources defined by the RMLSA algorithm.

Experiments were conducted with values for the guard band ranging from 0 (zero) slots
to 8 slots. The experimental results showed that the guard band with 8 slots generated
a higher blocking probability compared to the blocking probability generated by other
guard bands (like 4 slots) for average loads (Like, 200 or 250 Erlangs) and high loads (Like,
350 or 400 Erlangs). These results can be seen in Fig. 6. However, when the guard band
with 8 slots is used for low loads (like, 50 or 100 Erlangs) the blocking probability tends to
be lower than the blocking probability generated by the guard band with 1 slot.

Due to this behavior, the GBUN algorithm aims to select a lower guard band value when
the network is in high demand and a higher guard band value when the network is low
demand. The spectral usage of a network link is calculated as follows:

Number of used slots
Total slots of the link”

@)

Spectral usage =

Therefore, network spectrum usage is defined by the sum of the spectral usage of all
links divided by the number of links in the network. Figure 8 shows the spectrum usage
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Fig. 8 Spectrum utilization in Cost239 and NFSNet topologies

values as a function of the network load for Cost239 and NSENet topologies (Fig. 10), con-
sidering the guard band equal to 8 slots which was the guard band value that maximized
the network usage.

Observing the load point of 400 Erlangs in Fig. 8, the maximum usage achieved in
Cost239 and NSENet topologies were 39% and 54%, respectively. These maximum usage
values were adjusted and divided by 7 to find the interval and increment for possible 8
guard band values. The guard band with value equal to 0 (zero) slots presented the worst
performance in terms of blocking probability and is not considered by the GBUN algo-
rithm. Table 1 presents the selection of the guard bands according to the spectrum usage
for the Cost239 and NSFNet topologies.

The first step of the GBUN algorithm, when it is running, is to measure the usage of the
network. With this information, the GBUN algorithm selects the appropriate guard band
following Table 1. For example, if the spectrum usage measured by the GBUN algorithm
in the Cost239 topology is equal to 0.19 at the time of arrival of a given circuit request,
then, the selected guard band will be equal to 5 slots.

The other proposed guard band selection algorithm is the Guard Band by OSNR Mar-
gin (GBOM). Algorithm 1 presents the steps of GBOM. As input, GBOM has circuit
information (circuit), a modulation format (modulation), a set of possible guard bands

Table 1 Selection of the guard bands according to the spectrum usage values (EspUti) of the
network for Cost239 and NSFNet topologies

Cost239 NSFNet

GB=1 EspUti >0.35 EspUti >0.49

GB=2 0.35 > EspUti >0.30 049 > EspUti >0.42
GB=3 0.30 > EspUti >0.25 042 > EspUti >0.35
GB=4 0.25 > EspUti >0.20 0.35 > EspUti >0.28
GB=5 0.20 > EspUti >0.15 0.28 > EspUti >0.21
GB=6 0.15 > EspUti >0.10 0.21 > EspUti >0.14
GB=7 0.10 > EspUti >0.05 0.14 > EspUti >0.07

GB=8 EspUti <0.05 EspUti <0.07
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(guardBands) and a desired OSNR margin (o). The GBOM algorithm tests the possible
guard bands in ascending order (line 3). For each selected guard band (gh), GBOM applies
the selected spectrum assignment algorithm considering the circuit information and the
modulation format (line 4). If it is possible to allocate spectrum, the algorithm computes
the QoT of the circuit (line 6). The physical layer model already presented is applied to
determine the QoT of the circuit. If QoT is acceptable, the AOSNR is calculated (line 8).
The OSNR1resnoiq is the OSNR threshold of the modulation format. The guard band that
reaches the AOSNR value greater than or equal to the desired OSNR margin is the guard
band chosen to be used for the establishment of the new circuit.

Algorithm 1 Guard Band by OSNR Margin (GBOM)
1: procedure GBOM(circuit, modulation, guardBands, o)

2: 8bchosen < null

3: for all gb € guardBands do

4 band < spectrumAssignment(circuit, modulation, gb)
5: if band # null then

6: QoT <« computesQoT (circuit)

7: if QoT = true then

8: AOSNR < OSNRircyit — OSNRreshold
9: if AOSNR > o then

10: gbchosen <~ gb
11: break

12: end if

13: end if

14: end if

15: end for

16: return gb jsen

17: end procedure

There might be more than one viable guard band for GBOM. The GBOM algorithm
aims to choose the guard band to reduce physical layer impacts. For a particular circuit
request(s,d) can at different times be attended using different guard bands. The choice of
the guard band is dynamic, according to the state of the network. The GBOM algorithm
analyzes the guard band possibilities in ascending slot size order (for example 1, 2, 3, 4, 5,
6,7 and 8 slots) to avoid excessive use of the optical spectrum. Following this search order,
GBOM selects the guard band that guarantees the following requirements: i) spectrum
availability (line 5); ii) an acceptable QoT (line 7) and iii) AOSNR greater than or equal to
the chosen OSNR margin (line 9). GBOM search ends when it finds the first guard band
that satisfies the three requirements described above (line 11).

The GBOM algorithm is not applied before the RMLSA algorithm. The GBOM algo-
rithm is applied in conjunction with the modulation format selection algorithm. When
the modulation format selection algorithm is testing the modulations, the GBOM algo-
rithm select the guard band. That is, for each modulation that is tested, the GBOM
algorithm is applied to select the most appropriate guard band.
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Experiments were conducted to select the value of o that minimizes the total blockage
of the network. The sigma value was varied from 0.0 to 0.50 using steps of 0.05. Figure 9
shows the bandwidth blocking probability obtained with each of the values of sigma for
both topologies.

The result for o equal to 0.0 was removed from Fig. 9 due to the high blockage, and
this enabled the other results to be seen more clearly. As seen in Fig. 9, the blockage
was minimized when the value of o was equal to 0.10, for both scenarios studied. The
confidence interval is overlain with other values of o, meaning that there is no significant
difference between them. Consequently, the results presented in Section 5 for the GBOM
algorithm used this value cited above (o = 0.10).

The algorithm to solve the RMLSA problem adopted in this work was the Complete
Sharing algorithm [18]. The Complete Sharing algorithm is an integrated RMLSA algo-
rithm that has been proposed to deal with spectrum fragmentation. It uses routing with
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k candidate routes and selects the route that makes it possible to allocate the slot range
nearest to the beginning of the spectrum. The Complete Sharing algorithm uses the First
Fit for spectrum assignment. The modulation format selection algorithm by QoT is used
[14].

5 Performance evaluation

The proposed algorithms GBUN and GBOM were compared with the adaptive algorithm
AGBA [8] as well as with three fixed values for guard band found in the literature, which
are: 0, 1 and 2 slots. GB = 0 corresponds to an attempt to use as much of the optical
spectrum as possible. GB = 1 and GB = 2 are commonly used guard band values in the
literature. The Complete Sharing algorithm was used to solve the RMLSA problem with
k equal to 3. As a form of evaluation, the bandwidth blocking probability metrics were
considered and the bandwidth blocking probability components were also analyzed. The
components evaluated were: Fragmentation, QoTN (unacceptable QoT for a New cir-
cuit), QoTO (unacceptable QoT for Other circuits already active in the network) and AFS
(Absence of Free Spectrum). Additionally, the algorithms were also evaluated considering
the energy efficiency metrics.

The simulations were performed using the SNetS simulator (SLICE Network Simulator)
[14]. Each simulation generated 100,000 requests for optical circuits with seven granular-
ity levels: 100, 150, 200, 250, 300, 350 and 400 Gbps, with the proportions 7:6:5:4:3:2:1,
respectively. The generation of requests follows the Poisson distribution with the traffic
load evenly distributed among all the source and destination node. For each simulation
ten replications were performed with different seeds of random variable generation. All
results have a 95 percent confidence level. NSFNet (National Science Foundation Net-
work) and Cost239 topologies were evaluated, as shown in Fig. 10, for the simulations of
two different scenarios [19]. The modulation formats considered in this study were BPSK,
4QAM, 8QAM, 16QAM and 32QAM and their respective OSNR thresholds were 5.5 dB,
8.5dB, 12.5 dB, 15.1 dB and 18.1 dB [20]. All links in the network are bi-directional and
have spectrum bandwidth divided into 320 frequency slots. A frequency slot has a band-
width of 12.5 GHz. The amplifier gains are adjusted to compensate for device and fiber
losses. Other parameters used in the simulations are listed in Table 2.

Figure 11 shows the bandwidth blocking probability obtained by AGBA, GBUN, GBOM
and for fixed guard band values as a function of a network load for Cost239 and NSFNet
topologies.

As seen in Fig. 11, the algorithm GBOM obtained a lower bandwidth blocking proba-
bility for both scenarios studied, considering all load points. Considering the 750 Erlangs
load in the Cost239 topology, the algorithm GBOM presented a lower blocking proba-
bility of approximately 97.96%, 97.21%, 96.21%, 96.09% and 95.81% in relation to GB =
0, GB = 1, GB = 2, AGBA and GBUN, respectively. Considering the 400 Erlangs load in
NSFNet topology, the algorithm GBOM showed a gain over the blocking probability of
approximately 84.77%, 78.55%, 68.52% and 64.50% over GB = 0, GB = 1, GB = 2, AGBA
and GBUN, respectively.

Tables 3 and 4 show the bandwidth blocking probability components obtained with the
AGBA, GBUN and GBOM adaptive algorithms as well as for the fixed guard band values
with a load of 750 Erlangs for the Cost239 topology and 400 Erlangs for the NSFNet
topology.
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Fig. 10 Topologies used: a Cost239 and b NSFNet

Tables 3 and 4 show that the QoTO component had the most impact on the overall
blocking for all algorithms in both topologies. The use of the Complete Sharing algorithm
contributes to the reduction of the blockages generated by the Fragmentation, AFS and
QoTN components.

The GBUN had a better performance in relation to the fixed guard band values and the
AGBA for most of the studied loads. This better performance of the GBUN algorithm

Table 2 Physical layer parameters used in simulations

Description Value

Signal power spectral density -23 dBm/GHz
Power attenuation (o) 0.2 dB/km
Fiber dispersion (D) 16 ps/(nm-km)
Fiber non linearity coefficient (y) 1.3 (Wkm)™!
Length of each span (L) 80 km

Noise figure of the amplifier (NF) 5dB




Monteiro et al. Journal of Internet Services and Applications (2020) 11:5

Bandwidth Blocking Probability - Cost239

0.14
0.124 -
0.1
0.08 -
0.06 -

0.04 -

Blocking Probability

0.02 ¢

0%
50 150 250 350 450 550
Load (Erlangs)

(@)

Bandwidth Blocking Probability - NSFNet

0.14
0.12+ -
0.1+ -
0.08+ -

0.06 -

0.04 4

[
»

Blocking Probability

0T T T T T T
50 100 150 200 250 300

Load (Erlangs)

(b)

== GB=0 =—¢— GB=1 GB=2 === AGBA === GBUN

Fig. 11 Bandwidth blocking probability for a Cost239 and b NSFNet topologies

GBOM

Table 3 Components of bandwidth blocking probability for Cost239 topology with a 750 Erlangs

load

Fragmentation QoTN QoTO AEL
GB=0 0% 0% 100% 0%
GB=1 0% 0% 100% 0%
GB=2 0% 0% 100% 0%
AGBA 0% 0% 100% 0%
GBUN 0% 0% 100% 0%

GBOM 1.01% 0% 98.99%

0%
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Table 4 Components of bandwidth blocking probability for NSFNet topology with a 400 Erlangs load

Fragmentation QoTN QoTO AEL
GB=0 0% 0% 100% 0%
GB=1 0% 0% 100% 0%
GB=2 0.32% 0% 99.66% 0.02%
AGBA 0.26% 0% 99.73% 0%
GBUN 0.71% 0% 99.25% 0.03%
GBOM 1.85% 0.55% 97.60% 0%

is associated with its aim to use larger guard bands. This choice is based on the level of
network usage, which indicates whether there are more or less slots available to increase
or decrease the size of the guard band.

The better performance of GBOM in relation to the GBUN algorithm as well the other
algorithms is also associated with the use of larger guard bands. The GBOM algorithm
uses the same set of guard bands as GBUN. The main difference is that the GBOM algo-
rithm uses more specific information from the circuits when selecting the appropriate
guard bands.

Comparing the approaches as a function of the network topologies studied, it can be
seen that the Cost239 topology was able to attend a higher traffic load than the NSFNet
topology. This behavior is justified due to the Cost239 topology being more connected,
and consequently has more alternative routes and resources to attend circuit requests.
However, both topologies present the same performance order in terms of bandwidth
blocking probability. It is important to highlight that the GBOM approach obtained a
lower bandwidth blocking probability of 0.002 and 0.016 for the Cost239 and NSFNet
topologies respectively, under the last load point.

Finally, the algorithms are also evaluated according to their energy efficiency. Energy
efficiency is a metric that evaluates the total of bits transmitted in relation to the total
energy consumed. The adopted energy consumption model [21, 22] considers the con-
tribution of BVTs, BV-WXC and EDFAs amplifiers. The total energy consumption of the
network is calculated by the sum of the total energy consumed by transponders, switches
and EDFAs. Figure 12 shows the energy efficiency obtained by AGBA, GBUN, GBOM
and for fixed guard band values as a function of a network load for Cost239 and NSFNet
topologies, respectively.

Analyzing Fig. 12a, in general, the evaluated proposals do not present a significant dif-
ference in both topologies. Considering the 750 Erlangs load in the Cost239 topology,
the algorithm GBOM presented a better energy efficiency of approximately 6.50%, 4.97%,
1.98%, 2.85% and 2.88% in relation to GB = 0, GB = 1, GB = 2, AGBA and GBUN, respec-
tively. The GBOM attends more circuits, so it transmits more bits and has a higher energy
efficiency.

On the other hand, analyzing Fig. 12b, considering the 400 Erlangs load in the NSFNet
topology, the algorithm GBOM presented a better energy efficiency of approximately
6.61%, 4.34%, 1.96%, 1.84% and 1.47% in relation to GB = 0, GB = 1, GB = 2, AGBA and
GBUN, respectively. However, the confidence interval remains overlapping with GB = 2,
AGBA and GBUN, which means there is no significant difference in energy efficiency
between these proposals. The same behavior can be observed at the other load points.
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Fig. 12 Energy efficiency for a Cost239 and b NSFNet topologies

This shows that the guard band does not influence the energy efficiency of the network
very much.

6 Conclusion

This article proposes two algorithms for adaptive guard band selection. The first algo-
rithm, called GBUN, performs the selection of the guard band based on the state of
spectrum use in the elastic optical networks. The choice of the guard band is made when
the control plan receives a request to establish a circuit. The second algorithm, called
GBOM, selects the guard band according to an OSNR margin. The GBOM algorithm
is applied in conjunction with the modulation format selection algorithm. The objective
of the proposed algorithms is to enable a better performance of the RMLSA algorithms
with a guard band that adjusts to the current state of the network and thus reduce the
probability of general blocking.
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A performance evaluation was carried out comparing the GBUN and GBOM algo-
rithms with fixed guard band values commonly used in the literature and with the
adaptive proposal AGBA. This evaluation was conducted using the Cost239 and NSFNet
topologies.

The results of the performance evaluation study showed that the GBOM algorithm
achieved the best bandwidth blocking probabilities compared to the AGBA algorithm,
the use of fixed guard band and the GBUN proposal in both topologies. The GBOM algo-
rithms achieves a reduction in the bandwidth blocking probability of at least 95.81% and
64.50% over GBUN, that achieved the second best performance, in Cost239 and NSFNet
topologies, respectively.

As a future work we intend to evaluate the performance of the proposals with other
RMLSA algorithms. We also intend to see how much an adaptive guard band selection
improves the performance of physical layer aware RMLSA algorithms and to include
other metrics in the performance evaluation such as fairness in the distribution of the

block between communication pairs.
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